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Standardized framework
for red-teaming
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What can we not?
Interpretations



Training data extraction,

a case study





https://docs.google.com/file/d/1EenFxpr3T-Z4VJnwOmXxDt-Ruk7dw7DY/preview
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Generative Al System

Alignment




Metric:

How much of the
training data can the
model reproduce?



Generative Al System

Alignment




What can we generalize?
methods and definitions



Memorization of:

Facts

Examples from the training data
Style

Parts of examples



Memorization of:

Examples from the training data



Memorization

Memorization generally refers to being able to deduce or produce a model’s given

training example.

There are further delineations in the literature about different types of memorization. A
training example may be memorized by a model if information about that training
example can be discovered inside the model through any means. A training example is
said to be extracted from a model if that model can be prompted to generate an output
that looks exactly or almost exactly the same as the training example. A training example
may be regurgitated by the model if the generation looks very similar or almost exactly
the same as the training example (with or without the user’s intention to extract that

training example from the model).

To tease these words apart: a training example is memorized by a model and can be
regurgitated in the generation process regardless of whether the intent is to extract the

example or not.

The word memorization itself may be used to refer to other concepts that we may
colloquially understand as “memorization.” For example, facts and style (artists style)
may also be memorized, regurgitated, and extracted. However, this use should not be
confused with technical words (e.g., extraction) with precise definitions that correspond

to metrics.
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https://genlaw.org/glossary.html

What can we not?
Interpretations



Memorization 1s

neither good or bad



Harm from memorization is contextual

Common phrases: “To whom it may concern..”

Facts: “Christmas is celebrated on Dec 25th”
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Harm from memorization is contextual

Common phrases: “To whom it may concern..”

Facts: “Christmas is celebrated on Dec 25th”
Private / sensitive information: “My social security number is XXXXX."

Quotes: “Trump said, Tariffs are the greatest!™

m

Quotes: “Sally Smith said, ‘Sam is the worst.



Il What do we do?!!



Red teaming...

the system
AND
1ts components



Mitigations are all across the supply chain

Dataset
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Curation
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Disclosure
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Methods and definitions are
generalizable, interpretations are not
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Red team the system and the Matinew
components

Disclosure systems are sorely needed
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