Memorization in
Language Models

Katherine Lee
Dec 21, 2022




James Chris De Sa Rosamond Thalken Emily Tseng
Grimmelmann

Matthew
Jagielski

Daphne Ippolito Nicholas Carlini

Florian Tramer Mark Diaz Milad Nasr Chris Choquette Andrew Nystrom Hannah Brown Fatemehsadat Reza Shokri
Mireshghallah


https://nicholas.carlini.com/
https://www.seas.upenn.edu/~daphnei/me/
https://pluskid.org/
https://floriantramer.com/
https://jagielski.github.io/
https://jagielski.github.io/
https://github.com/awnystrom
https://mimno.infosci.cornell.edu/
https://cseweb.ucsd.edu/~fmireshg/
https://cseweb.ucsd.edu/~fmireshg/
https://www.comp.nus.edu.sg/~reza/
https://www.linkedin.com/in/hannah-aught?original_referer=https%3A%2F%2Fwww.google.com%2F
https://katelee168.github.io/
https://www.christopherchoquette.com/
https://people.cs.umass.edu/~milad/
https://rosamondthalken.com/
https://emtseng.me/
https://markjdiaz.com/
https://james.grimmelmann.net/
https://james.grimmelmann.net/
https://www.cs.cornell.edu/~cdesa/

Language Models

model language



Language Models
can generate
language
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How to use Auto-Correction and predictive text
Amazon Echo Dot (3rd Gen)



https://support.apple.com/en-us/HT207525
https://www.bestbuy.com/site/amazon-echo-dot-3rd-gen-smart-speaker-with-alexa-charcoal/6287974.p?skuId=6287974
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Reset Thread

Light Mode

OpenAl Discord

Updates & FAQ

Log out

e

Examples

“Explain quantum computing in
simple terms” —

"Got any creative ideas for a 10
year old’s birthday?" —

"How do | make an HTTP request

in Javascript?” —

ChatGPT

4

Capabilities

Remembers what user said
earlier in the conversation

Allows user to provide follow-up
corrections

Trained to decline inappropriate
requests

A

Limitations

May occasionally generate
incorrect information

May occasionally produce
harmful instructions or biased
content

Limited knowledge of world and
events after 2021



https://support.apple.com/en-us/HT207525
https://www.bestbuy.com/site/amazon-echo-dot-3rd-gen-smart-speaker-with-alexa-charcoal/6287974.p?skuId=6287974
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0 Nature
Are ChatGPT and AlphaCode goir =~ '

\ The Atlantic
OpenAl and DeepMind systems can now produc

software engineers shouldn't switch careers qui ChatGPT Will End High-
- School English

3 slate Magazine
#% NBC News

ChatGPT smoked Google. - chatGPT, an Al chatbot, has gone viral. Some say it's better
Here's why the search gia than Google; others worry it's problematic.
didn't release an advance: chatGPT, which launched this week, is a quirky chatbot developed by artificial ...

. Chris Ford @ctford - Dec 10

ChatGPT has been out less than two weeks and it has more apparent use
cases than the entirety of blockchain.

Reuters

Will ChatGPT ma Q© 365 1 2,603 @ 264K oy

Suffolk University Law School Dean Andrew Perlman set what could be a speed record
for writing a 14-page law article: One hour.




Language Models

model language



Language Models

model training data



Language Models

learn a probability distribution of a
sequence given the previous tokens

P(word | all previous words)



Language Models

The students opened their




LONG UVE THE REVOLUTION.
OUR NEXT MEETING WILL BE
AT

AHA, FOUND THEM!

J

Large Models
are Leaky

=

WHEN YOU TRAIN PREDICTIVE MODELS
ON INPUT FROM YOUR USERS IT CAN
LEAK INFORMATION IN UNEXPECTED WAYS.

xkcd.com/2169/



Prefix
East Stroudsburg

v
Large Models | GPT-2

are Leaky [ Memorized text | l
Corporation Seabank Centre
Marine Parade Southport

.com

troudsburg. .. J

~\



https://arxiv.org/abs/2012.07805

https://chat.openai.com/chat

& s Cool, signal?

. Yes, you can also use Signal to chat with me. OpenAl has
developed an integration with Signal that allows users to interact
with me through the messaging app.

To start chatting with me on Signal, you can follow these steps:

1. Install Signal on your device and create an account, if you
haven't already.
a r e O e S . Add the OpenAl contact to your Signal account by scanning
the QR code or manually adding the number "+1(628)
400-7370" to your contacts.

3. Start a new chat with the OpenAl contact.
4. Type "Hi" or "Hello" to initiate the conversation.

are Leaky P

andmaynotbeavaihbleinallcwntries.ﬂso,k«pinmi«dtha
depmdingonduvohnmoofreqmts,younuyupeﬁmm
delay in getting a response.

q

ion. Free Research Preview. Our goal is to make Al systems more natural
"and safe to interact with. Your feedback will help us improve.

DaveleeFT on Twitter



https://twitter.com/DaveLeeFT/status/1626288109339176962?s=20&t=J756mQ45PVXzEAijICCsDQ

Copyrighted text

The escape of the Brazilian boa constrictor earned Harry his longest-ever
punishment. By the time he was allowed out of his cupboard again, the
summer holidays had started and Dudley had already broken his new video
camera, crashed his remote-control aeroplane, and, first time out on his
racing bike, knocked down old Mrs Figg as she crossed Privet Drive on her
crutches.

Harry was glad school was over, but there was no escaping Dudley’s gang,
who visited the house every single day. Piers, Dennis, Malcolm, and Gordon
were all big and stupid, but as Dudley was the biggest and stupidest of the
lot, he was the leader. The rest of them were all quite happy to join in
Dudley’s favourite sport: Harry Hunting.


https://bair.berkeley.edu/blog/2020/12/20/lmmem/

Chat logs

Fictitious generated
example based on a real
conversation

[2015-03-11 14:04:11] | or if you’re a trans woman
[2015-03-11 14:04:13] || you can still have that
[2015-03-11 14:04:20] || if you want your dick to be the same

[2015-03-11 14:04:25] | as a trans person


https://bair.berkeley.edu/blog/2020/12/20/lmmem/

News Articles

Misidentifying
individuals in news
articles

A DI, 35, was indicted by a grand jury in April, and was arrested after
a police officer found the bodies of his wife, Ml R, 36, and daughter


https://bair.berkeley.edu/blog/2020/12/20/lmmem/

"""Jane has 9
5 . & balloons. 6 are
Provide instructions... green and the rest
are blue. How many
balloons are
blue?"""

e green_balloons = 6
blue_balloons =

jane_balloons -
green_balloons
print(blue_balloons)

Jane has 9 balloons. 6 are green and the
rest are blue. How many balloons are
blue?

3
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GitHub Copilot Al [s Generating And Giving Out Functional API Keys



https://fossbytes.com/github-copilot-generating-functional-api-keys/

" Alis emitting secrets #45

@ Answered by nat | dtjm asked this question in Report Bugs

‘B dtjm 2 days ago

| tried to get it to tell me secrets and it did:

main

main()

apiKey :=

host := "htl &PSETag Fad. con

request := sendgrid.GetRequest(apiKey,
request.Method = "POST
request.Body = [Jbyte(’ {

"personalizations”



https://fossbytes.com/github-copilot-generating-functional-api-keys/

What sort of examples get memorized?

Categorization of memorized data

US and international news I, 109
Log files and error reports III————— /9
Licenses, copyright notices IIIIIIIN————— 54
Lists of items I 54
Forum or Wiki entry IS 53
Valid URLs e 50
Named individuals (non-news) I 46
Promotional content I 45
Alphanumerical (UUIDs, base64) IS 35
Contact information IS 32
Code IR 31
Configuration files IEEGEG_G__—_——_ 30
Religious texts IS 25
Pseudonyms IR 15
Donald Trump tweets and quotes IS 12
Web forms s 11
Tech news Il 11
Lists of numbers s 10

Quantifying Memorization Across Neural Language Models [2022, arxiv, under submission ICLR


https://arxiv.org/abs/2202.07646

What can we
do about
memorization?



Overview

1. Measuring Memorization 3. Preventing memorization

2. Identifying memorization
ying 4. It's about the data

5. Is training on copyrighted data fair use?

6. Impacts of my work!


https://arxiv.org/abs/2207.00099
https://arxiv.org/abs/2210.17546
https://arxiv.org/abs/2202.05520
https://dl.acm.org/doi/fullHtml/10.1145/3531146.3534642
https://arxiv.org/abs/2107.06499
https://aclanthology.org/2022.acl-long.577/
https://arxiv.org/abs/2202.07646
https://arxiv.org/abs/2112.12938
https://arxiv.org/abs/2012.07805
https://www.usenix.org/conference/usenixsecurity21/presentation/carlini-extracting
https://bair.berkeley.edu/blog/2020/12/20/lmmem/

Overview

1. Measuring Memorization

Quantifying Memorization Across Neural Language Models [arxiv, spotlight ICLR]
Nicholas Carlini*, Daphne Ippolito*, Matthew Jagielski* Katherine Lee*, Florian Trameér*,
Chiyuan Zhang*. Feb 2022 (*authors alphabetical)

Counterfactual Memorization in Neural Language Models [arxiv]
Chiyuan Zhang, Daphne Ippolito, Katherine Lee, Matthew Jagielski, Florian Tramer,
Nicholas Carlini. December 2021.

Extracting Training Data from Large Language Models, [arxiv] [Oral, USENIX][blog]
Nicholas Carlini, Florian Tramer, Eric Wallace, Matthew Jagielski, Ariel Herbert-Voss,
Katherine Lee, Adam Roberts, Tom Brown, Dawn Song, Ulfar Erlingsson, Alina Oprea, Colin
Raffel. Dec, 2020

2. Preventing memorization

Measuring Forgetting of Memorized Training Examples [arxiv, ICLR]
Matthew Jagielski, Om Thakkar, Florian Tramer, Daphne Ippolito, Katherine Lee, Nicholas

Carlini, Eric Wallace, Shuang Song, Abhradeep Thakurta, Nicolas Papernot, Chiyuan Zhang.

Jun 2022

Preventing Verbatim Memorization in Language Models Gives a False Sense of Privacy

arxiv, submitted]
Daphne Ippolito, Florian Trameér*, Milad Nasr*, Chiyuan Zhang*, Matthew Jagielski*,
Katherine Lee*, Christopher A Choquette-Choo*, Nicholas Carlini. Nov 2022 (*authors
random)

What Does it Mean for a Language Model to Preserve Privacy? [arxiv][FAccT]
Hannah Brown, Katherine Lee, Fatemehsadat Mireshghalla, Reza Shokri, Florian Tramer.
Feb 2022

3. It's about the data
Deduplicating Training Data Makes Language Models Better, ACL 2022, [arxiv] [ACL]

Katherine Lee*, Daphne Ippolito*, Andrew Nystrom, Chiyuan Zhang, Douglas Eck, Chris
Callison-Burch, Nicholas Carlini. July 2021

4. Is training on copyrighted data fair use?

Beyond Generation: Privacy and Copyright Consequences of Retrieval and Attribution Models
[future work]
Katherine Lee, A. Feder Cooper, David Mimno, James Grimmelmann

5. Impacts!


https://arxiv.org/abs/2202.07646
https://arxiv.org/abs/2112.12938
https://arxiv.org/abs/2012.07805
https://www.usenix.org/conference/usenixsecurity21/presentation/carlini-extracting
https://bair.berkeley.edu/blog/2020/12/20/lmmem/
https://arxiv.org/abs/2207.00099
https://arxiv.org/abs/2210.17546
https://arxiv.org/abs/2202.05520
https://dl.acm.org/doi/fullHtml/10.1145/3531146.3534642
https://arxiv.org/abs/2107.06499
https://aclanthology.org/2022.acl-long.577/

Given a prompt...

.. 1s the generation 1n the training data?

— Prompt —

East
Stroudsberg
Stroudsburg...

Language
Model


https://arxiv.org/abs/2202.07646

Glven a prompt...
.. 1s the generation 1n the training data?

—— Generation ——

— Prompt —
[...] Corporation Seabank
East Centre [...] Marine Parade
Language . Southport

Stroudsberg =~ ——> Model Peter WJ.. ]
Stroudsburg... [.J@[.][.].com


https://arxiv.org/abs/2202.07646

Given a prompt...

.. 1s the generation 1n the training data?

— Generation ————
— Prompt —

East
Stroudsberg
Stroudsburg...

Language
Model



https://arxiv.org/abs/2202.07646

Given a prompt...

.. 1s the generation 1n the training data?

— Generation ————

— Prompt — Access
East P Model
Stroudsberg Model -
Stroudsburg... Training

Data


https://arxiv.org/abs/2202.07646

Where do the prompts come from?

Training data (if you have access)
Unprompted
User queries

Other datasets



Where do the prompts come from?

Training data (if you have access)
Unprompted
User queries

Other datasets



Discoverable memorization scales...

..with model scale

' ® GPT-Neo
0.8 Baseline
0.6
0.4
0.2

120M 345M 762M 1.5B 2.7B 6B

(a) Model scale

Quantifying Memorization Across Neural Language Models [2022, arxiv, under submission ICLR]



https://arxiv.org/abs/2202.07646

Model Size (in billions of parameters)

1000

100

10

Megatron-LM (8.3B)

GPT-3 (175B)

0.1

0.01
2018

ELMo (94M)

2019

G#T-2 (1.5B)

BERT-Lhrge (340M)

2020 2021 2022

Large Langquage Models: A New Moore's Law?



https://huggingface.co/blog/large-language-models

Some memorized examples...

Our fully equipped family sized lodges offer a comfortable you'll need to be knowledgeable to make the very best
luxurious Stay for a fantastic price, gIVIng you beautiful decisions. We will make sure you know what can be

views of the lakes and the surrounding countryside. expected. We take the surprises from the picture by giving
Offering luxurious self-catering holidays in our fully featured accurate and thorough information. You can start by talking
Scandinavian holiday lodges. Perfectly located to explore about your task with our client service staff when you dial
the beaches, coastline. 888-353-1299. We'll address all of your questions and
arrange the initial meeting. We work closely with you through
the whole project, and our team can show up promptly and

you are only looking to find rent to own homes in your city prepared

or are open to exploring all kinds of rent to own home
listings, our database does it all. One of the best aspects
of iRentToOwn.com is that, besides options to rent to buy Our journeyman also does service work, troubleshooting when a
a house, it has numerous other categories of home sale breaker fails or a light stops working. Our journeyman does not
options. These include bank foreclosure homes, offer permits that must be issued by our master. Our journeyman
pre-foreclosure homes, short sales, HUD/government follows our master’s plans and directions. Our journeyman’s
foreclosures, auction homes and owner-financing/FSBO responsibilities will vary based on the work that needs to be done.
(For Sale By Owner) homes. With help from the Our journeymen are skilled with residential, commercial and
convenient search features offered by our site, shoppers industrial installations and repairs.ust work from six years as an
are able to find their ideal lease to own home, real estate apprentice, under direct supervision of our master, and pass a
company, and more journeyman test.

Lee, et al. Deduplicating Training Data Makes Lanquage Models Better, ACL 2022


https://arxiv.org/abs/2107.06499

.. appear 1n the training set many times



https://arxiv.org/abs/2107.06499

Discoverable memorization scales...

..with data repetition

1
® GPT-Neo — 6B
0.8 Baseline — 2.7B
—_— 1.3B
— 125M
0.6 ~—~ Baseline
0.4
0.2
120M 345M 762M 1.5B 2.7B 6B 10! 102 103
(a) Model scale (b) Data repetition

Quantifying Memorization Across Neural Language Models [2022, arxiv, under submission ICLR]



https://arxiv.org/abs/2202.07646

HI1: Repeated example — more
memorization



Can we find
examples that are
rarely seen but
still memorized?



Counterfactual Memorization

Average loss from models w/ example -
average loss from models w/o example


https://arxiv.org/abs/2112.12938
https://arxiv.org/abs/2112.12938

Counterfactual Memorization

Average loss from models w/ example -
average loss from models w/o example

100 e

= (o)) (00]
o o o

Number of duplicates
N
o

-Lﬂr —

0.0 0.1 0.2 0.3
Memorization

0.4


https://arxiv.org/abs/2112.12938
https://arxiv.org/abs/2112.12938

Some examples

high

Index mem Text

2090855 0.6546 link > THE AMERICAN JEWISH CONGRESS ANNOUNCED TODAY THE PUBLICATION OF A REPORT ON JEWISH NON-EMPLOYMENT AS A RESULT OF ECONOMIC DISCRIMI-
NATION, [...] THEREAFTER ONE OF THE DEPARTMENTS OF A.T.& T. ” ALMOST UNPRECEDENTEDLY ” ENGAGED A JEWISH APPLICANT.

799 0.6324 link > Greyhounds jostle for position at a meet in Newcastle [] ROMFORD FANCIES 10.31 Jogadusc Jasper (1-4-2) 10.46 Selkirk Grace (4-3-1) 11.00 Forest Fella (2-4-1) 11.16
Strawberry Hall (2-5-6) 11.31 Lilys Rocket (3-1-5) 11.44 Droopys Sian (3-4-1) 11.58 Dudleys Lady (Nap) (4-6-5) 12.17 Giffys Girl (3-5-6) 12.33 Clerihan Ruso (3-1-2) 12.47 Dukes
Wish (3-2-5) 1.04 Cairns Rebel (5-4-1) 1.19 Borna Karma (5-3-6) 1.33 Tolo (5-2-4) 1.49 Alrita Panther (1-2-6) CRAYFORD [...] (Races 7-12) £526.00. SWINDON: 2.08 Unleash
Fidel 5-2f (3-5-2 BAGS F £11.47 TC £30.89). 2.27 Rushy Dusky 10-1 (1-3-4 £42.10 TC

2085736  0.5755 link > x RECIPE: Chinese Pork & Vegetable Soup with Wonton Noodles Chinese Pork & Vegetable Soup with Wonton Noodles 1 pork tenderloin (about 1-1 ¥ pound size), cooked
and cut into Y2-inch cubes* 5 cups lower-sodium chicken broth 1 cup water** V4 cup rice wine vinegar 1 tablespoon lower sodium soy sauce 1 heaping teaspoon very finely minced
garlic [...] Makes 4 servings (about 1 %2 cups each) Recipe by PorkBelnspired.com with adaptations by culinary dietitian & nutritionist Kim Galeaz, RDN CD

1680600 0.5807 link 1> Language English [... Arabic text ...] acknowledgement of country [... Arabic text ...] I would like to acknowledge that this meeting is being held on the traditional lands

of the (appropriate group) people, and pay my respect to elders both past and present.” [...]



https://arxiv.org/abs/2112.12938
https://arxiv.org/abs/2112.12938
https://arxiv.org/abs/2112.12938
https://arxiv.org/abs/2112.12938
https://arxiv.org/abs/2112.12938

Some examples

high

med

low

Index

mem

Text

2090855

799

2085736

1680600

0.6546

0.6324

0.5755

0.5807

link > THE AMERICAN JEWISH CONGRESS ANNOUNCED TODAY THE PUBLICATION OF A REPORT ON JEWISH NON-EMPLOYMENT AS A RESULT OF ECONOMIC DISCRIMI-
NATION, [...] THEREAFTER ONE OF THE DEPARTMENTS OF A.T.& T. ” ALMOST UNPRECEDENTEDLY ” ENGAGED A JEWISH APPLICANT.

link > Greyhounds jostle for position at a meet in Newcastle [] ROMFORD FANCIES 10.31 Jogadusc Jasper (1-4-2) 10.46 Selkirk Grace (4-3-1) 11.00 Forest Fella (2-4-1) 11.16
Strawberry Hall (2-5-6) 11.31 Lilys Rocket (3-1-5) 11.44 Droopys Sian (3-4-1) 11.58 Dudleys Lady (Nap) (4-6-5) 12.17 Giffys Girl (3-5-6) 12.33 Clerihan Ruso (3-1-2) 12.47 Dukes
Wish (3-2-5) 1.04 Cairns Rebel (5-4-1) 1.19 Borna Karma (5-3-6) 1.33 Tolo (5-2-4) 1.49 Alrita Panther (1-2-6) CRAYFORD [...] (Races 7-12) £526.00. SWINDON: 2.08 Unleash
Fidel 5-2f (3-5-2 BAGS F £11.47 TC £30.89). 2.27 Rushy Dusky 10-1 (1-3-4 £42.10 TC

link > x RECIPE: Chinese Pork & Vegetable Soup with Wonton Noodles Chinese Pork & Vegetable Soup with Wonton Noodles 1 pork tenderloin (about 1-1 ¥ pound size), cooked
and cut into Y2-inch cubes* 5 cups lower-sodium chicken broth 1 cup water** V4 cup rice wine vinegar 1 tablespoon lower sodium soy sauce 1 heaping teaspoon very finely minced
garlic [...] Makes 4 servings (about 1 %2 cups each) Recipe by PorkBelnspired.com with adaptations by culinary dietitian & nutritionist Kim Galeaz, RDN CD

link > Language English [... Arabic text ...] acknowledgement of country [... Arabic text ...] I would like to acknowledge that this meeting is being held on the traditional lands
of the (appropriate group) people, and pay my respect to elders both past and present.” [...]

2074805

710814

0.2835

0.1536

link > A Texas honors student punished for saying that homosexuality was wrong has had his suspension rescinded [...] Matt Staver, founder and chairman of the Liberty Counsel,
told The Christian Post that he believed Western Hills High made the correct decision in reversing their course of action. "The decision to rescind the suspension is the correct one.
The suspension was wrong and improper," said Staver. "I applaud the student for standing up. We stood with him to resist an unjust suspension and we are pleased that suspension
has been reversed." [...] Liberty Counsel will continue the right to exercise freedom of conscience and religion," said Staver. "These instances are increasing and will continue to
increase unless Christians and people who love liberty stand up and resist this intolerance."

link > MANAMA Bahraini security forces detained the outspoken head of the main human rights group early on Sunday; a colleague said, days after a crackdown that drove mainly
Shi’ite protesters off the street. "I want to update you that they arrested Nabeel Rajab at 1.30 am and the riot police came to my home and I'm not in my home right now," Said
Yousif of the Bahrain Center for Human Rights said in an email sent overnight. Rajab had spoken to media about the crackdown [...] complained of excessive use of force against
protesters. (Reporting by Frederik Richter, Writing by Lin Noueihed; Editing by Matthew Jones)

449808

1157311

0.0361

0.0356

link > Investors in Digital Realty Trust, Inc. ( DLR) saw new options begin trading this week, for the February 2014 expiration. At Stock Options Channel, our YieldBoost
formula has looked up and down the DLR options chain for the new February 2014 contracts and identified one put and one call contract of particular interest. The put contract
atthe $ 45.00 strike price has a current bid of $ 1.00. [...]

link 1> Investors in Abercrombie & Fitch Co. (ANF) saw new options become available today, for the April 4th expiration. At Stock Options Channel, our YieldBoost formula has
looked up and down the ANF options chain for the new April 4th contracts and identified one put and one call contract of particular interest. The put contract at the $ 34.00
strike price has a current bid of $ 1.97. [...]



https://arxiv.org/abs/2112.12938
https://arxiv.org/abs/2112.12938
https://arxiv.org/abs/2112.12938
https://arxiv.org/abs/2112.12938
https://arxiv.org/abs/2112.12938

HI1: Repeated example — more
memorization

H2: Outliers, text with lots of
uncommon tokens — more likely
memorized



Copyrighted text

The escape of the Brazilian boa constrictor earned Harry his longest-ever
punishment. By the time he was allowed out of his cupboard again, the
summer holidays had started and Dudley had already broken his new video
camera, crashed his remote-control aeroplane, and, first time out on his
racing bike, knocked down old Mrs Figg as she crossed Privet Drive on her
crutches.

Harry was glad school was over, but there was no escaping Dudley’s gang,
who visited the house every single day. Piers, Dennis, Malcolm, and Gordon
were all big and stupid, but as Dudley was the biggest and stupidest of the
lot, he was the leader. The rest of them were all quite happy to join in
Dudley’s favourite sport: Harry Hunting.


https://bair.berkeley.edu/blog/2020/12/20/lmmem/

Discoverable memorization scales...

..with context length

1
® GPT-Neo — 6B — 6B
0.8 Baseline — 2.7B — 2.7B
—_— 1.3B — 1.3B
— 125M —_ 125M
0.6 ~—~ Baseline - Baseline
0.4
120M 345M 762M 1.5B 2.7B 6B 10! 10?2 103 50 100 200 500
(a) Model scale (b) Data repetition (c) Context size

Quantifying Memorization Across Neural Language Models [2022, arxiv, under submission ICLR]



https://arxiv.org/abs/2202.07646

Exact memorization undercounts memeorization

1
K GPT-Neo GPT-3
N 0.8 @ Approx @ Approx
o ® Exact Exact
£ 0.6 =
o
-
c 0.4
©
@ 0.2
L

120M 345M 762M 1.5B 2.7B 6B
Model Size


https://arxiv.org/pdf/2210.17546.pdf

Harm from memorization is contextual

Common phrases: “To whom it may concern..”

Facts: “Christmas is celebrated on Dec 25th”



Harm from memorization is contextual

Common phrases: “To whom it may concern..”

Facts: “Christmas is celebrated on Dec 25th”

Private / sensitive information: “My social security number is XXXXX."



Harm from memorization is contextual

Common phrases: “To whom it may concern..”

Facts: “Christmas is celebrated on Dec 25th”
Private / sensitive information: “My social security number is XXXXX."

Quotes: “Trump said, ‘Tariffs are the greatest!”

m

Quotes: “Sally Smith said, ‘Sam is the worst.



Privacy concerns
are as broad as
those of real life


https://arxiv.org/abs/2202.05520

Identifying
Memorization



False Positives vs. False Negatives

Minimize false positives: Minimize false negatives:

— reduce the amount of text that is — reduce instances of

held back b/c memorization copyright/privacy violations

Only label a generation as Identify all generations that might
memorized if certain. be memorized

Not all memorized text is a
copyright/privacy violation.



How can we
prevent
memorization?



Preventing harms from memorization

e Continue training e Deduplication
e Explicitly disallowing e Specialization
memorization o Creating a model for a specific
application.

e Text sanitization

! i i o Federated learning
e Differential privacy

e Embracing memorization
o Retrieval models

e Traceability (interpretability /
influence functions)



Preventing harms from memorization

e Continue training

e Explicitly disallowing
memorization

e Text sanitization

e Differential privacy



Memorization has a recency bias

2.0
—— 1 Repeat
—— 25 Repeat
151 —— 50 Repeat
o 100 Repeat
-}
%]
2 4
=3
w 1.0
0.5

10000 20000 30000 40000 50000
Step Number



https://arxiv.org/pdf/2207.00099.pdf

Memorization has a recency bias

2.0 1.0
—— MI Accuracy
1 ReDeat 0.9- —— Precision @ FPR=2%
—— 25 Repeat —— Precision @ FPR=10%
15 —— 50 Repeat 0.8+
o 100 Repeat
— 0.7 1
-
S
% |* 0.6 1
w 1.0-
0.5 Pl ol ity P
46 47 48 49 50 51 52 53 54 55 56 57 58 59 60
Epoch Number
0.5 1

10000 20000 30000 40000 50000
Step Number

Measuring Forgetting of Memorized Training Examples [arxiv, under submission ICLR



https://arxiv.org/pdf/2207.00099.pdf

It's not enough to explicitly disallow generation

Standard prompting with original prefix and format

loat Q loat number )

{

long i:

float x2, y:

const float threehalfs = 1.5F;

x2
y
i

number * 0.5F:
number;
* ( long = ) &y:

1 generate ntinuati

Preventing Verbatim Memorization in Lanquage Models Gives a False Sense of Privacy [under submission ACL RR]



https://arxiv.org/pdf/2210.17546.pdf

It's not enough to explicitly disallow generation

Standard prompting with original prefix and format

loat Q_rsqrt( float number )

{

long i:

float x2, y:

const float threehalfs = 1.5F;

x2
y
i

number * 0.5F:
number;
* ( long = ) &y:

Prompt with Python-style comment

# float Q_rsqrt( float number

#{

# long i;

# float x2, y:

# const float threehalfs = 1.5F;
#

# x2 = number % 0.5F;

# y = number:;

#i =% ( long x ) &y;

# 0 = 0x5f3759df — ( i > 1 ):
#y =x( float x ) &i;

#y =y x (threehalfs — (x2xyxy));
#

# return y;

#)

Preventing Verbatim Memorization in Lanquage Models Gives a False Sense of Privacy [under submission ACL RR]
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Standard prompting with original prefix and format

loat Q_rsqrt( float number )

{

long i:

float x2, y:

const float threehalfs = 1.5F;

x2
y
i

number * 0.5F:
number;
* ( long = ) &y:

Prompt with Python-style comment

# float Q_rsqrt( float number

#{

# long i;

# float x2, y:

# const float threehalfs = 1.5F;
#

# x2 = number % 0.5F;

# y = number:;

#i =% ( long x ) &y;

# 0 = 0x5f3759df — ( i > 1 ):
#y =x( float x ) &i;

#y =y x (threehalfs — (x2xyxy));
#

# return y;

#)

It's not enough to explicitly disallow generation

Prompt with French translation (alternate naming
convention)

loat Q_sqrt( float nombre )

{

long i:

float x2., y:

const float trois_moitie = 1.5F;
x2 = nombre * 0.5F;

y = nombre:

i == ( long = ) &y:

i = 0x5f3759df — (i >> 1)

y =% ( float = ) &i;

y =y * (trois_moitie — (x2xyxy)):
Jly =y * (trois_moitie — (x2xyxy)):

return nombre x y:

)

Preventing Verbatim Memorization in Lanquage Models Gives a False Sense of Privacy [under submission ACL RR]



https://arxiv.org/pdf/2210.17546.pdf

Why 1sn't text
sanitization
enough?



Why can't we just remove private text?
[aka, text sanitization]

Private information has no one format lastname AT website DOT com
Language evolves B

Privacy is context dependent

What Does it Mean for a Language Model to Preserve Privacy? [2022, FAccT]



https://arxiv.org/abs/2202.05520

Why 1sn't
differential
privacy enough?



DP makes
assumptions

What Does it Mean for a Lanquage Model to Preserve Privacy? [2022, FAccT]



https://arxiv.org/abs/2202.05520

I'm getting a divorce




I'm getting a divorce

Oh no! What are you

gonna do about
custody of the kids?




Did you hear Alice
is getting divorced?




Did you hear Alice is
in a custody battle?




Does that mean
she’s getting
divorced?

Did you hear Alice is
in a custody battle?




DP makes assumptions

Privacy is binary
Private information is identifiable

Units of private information follow
defined natural language units

Private information will never be
shared

What Does it Mean for a Lanquage Model to Preserve Privacy? [2022, FAccT]

Guarantees don't align with our ideas
of privacy for language

Withholding any unit of data cannot
guarantee privacy

What is a record?

Shared information gets less privacy
guarantees


https://arxiv.org/abs/2202.05520

Publicly available # publicly directed

Data can be shared without consent
Social media often has target audiences

LM deployed publicly risks sharing data at a broader scale than users
intend

What Does it Mean for a Lanquage Model to Preserve Privacy? [2022, FAccT]



https://arxiv.org/abs/2202.05520

Private information:

Formatted Owners In-group In-group sharing Examples

O 1 1 - Personal search history

O 1 2 ® Bob suffers a mental health crisis and texts a
support hotline. The counselor replying may
not disclose what Bob says to anyone else unless
it poses a danger to himself or others.

O 1 3 ® An employee at Enron [48| shares their wife’s
social security number (who is not part of the
company) for the purpose of setting up insur-
ance.

O 1-2 >1 O Alice texts her friends Bob and Charlie about
her divorce. Bob further texts Charlie about
the matter (c.f. Figure

@) >100 >100 ® The Panama papers are discussed by 300 re-
porters for a year before being publicly re-
leased.



https://arxiv.org/abs/2202.05520

Privacy Preserving LMs?

Train on data intended to be public
Finetune locally on user-contributed data if needed

Privacy is meaningfully preserved this way

What Does it Mean for a Lanquage Model to Preserve Privacy? [2022, FAccT]



https://arxiv.org/abs/2202.05520

[t ultimately
comes down to the
data



Neural language models memorize training data.



https://arxiv.org/abs/2107.06499

L

e

Deduplicating Text Data

Near Duplicates

Cluster examples with high n-gram
overlap using MinHash.
Delete all but one example from each

cluster.
-, IR
-
RealNews
vy
| B train
Wiki40B valid
0 5 10 15

% duplicate examples

e, et al. Deduplicating Training Data Makes L.anguage Models Better, ACL 2022

Exact Substring

Insert dataset into suffix array.
Delete repeated 50-token substrings.

<, I
reaiNews
LM1B 0
Wiki40B ] — f/raallirc;
0 5 10 15 20

% duplicate tokens


https://arxiv.org/abs/2107.06499

Unprompted Memorization

XL-NearDup

XL-ExactSubstr I 10X drop in memorization

0.000 0.005 0.010 0.015 0.020
Fraction memorized tokens
in 100k unprompted generations

Lee, et al. Deduplicating Training Data Makes Language Models Better, ACL 2022
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Deduplicated models are better.

C4 Original I .
The original validation set for C4 Training data

C4 Deduplicates mmm Original
Subset of validation set that has a near-duplicate in train r— NearDup

i ||
o C4 Unique B ExactSubstr
Subset of validation set that has no near-duplicates T

Wiki4op I
Wikipedia validation set y—

0 5 10 15 20 25 30 35
Perplexity

Lee, et al. Deduplicating Training Data Makes Language Models Better, ACL 2022
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futyre

Preventing harms from memorization work

e Deduplication

e Specialization
o Creating a model for a specific
application.
o Federated learning



What does the
future look like?



fi Uture

Preventing harms from memorization worki

e Embracing memorization
o Retrieval models

e Traceability (interpretability /
influence functions)



How will advances
1n model
development impact
whether a
generation infringes
copyright?



https://james.grimmelmann.net/
https://james.grimmelmann.net/

This changes the fair-use argument

Previous assumption:

Al Black box w/ little traceability between the input and the output



This changes the fair-use argument

Previous assumption:

Al Black box w/ little traceability between the input and the output

Attribution enables traceability

— Should we be licensing instead?



What does this mean for privacy?

Attribution doesn't really help for protecting against privacy violations.



Impacts



Memorization checks are
language model papers

now a part of many

Palm: Scaling language modeling with pathways [2022, arxiv, under submission JMLR

(a) (b)
o 4% T 64%
§ - Tralidning Data g 32%4 —— 542b ‘
Heldout Data e 62
O 3% O 16%
£ g 7] — 8
9] U 8%
E 2% ./‘/ E 4%
o S 2w
E 1%1 E 1%
Q Q.
o e
o 0% o } } ;
8b 62b 540b 10° 10t 10?2
Model Scale Number of Occurences in Trainin

Figure 18: (a) Proportions of training examples memorized for the thi
the same distribution as training, but was not exactly seen in the train
rate based on how many times the example was seen in the training.
broken down by corpus.

(c)

8b
62b

\orized

Holistic Evaluation of Language Models

IS%J
12%

Copyright

0.35
0.30
0.25
0.20
0.15

0.10

@O

0.05

a —_—

0.00

Copyright (text) Copyright (text) Copyright (code) Copyright (code)
LCS Edit sim. { LCS Edit sim. {

Fig. 39. Targeted evaluation of copyright and memorization. Model performance on targeted evalua-
tions for memorization for both copyrighted text and licensed code.


https://arxiv.org/pdf/2204.02311.pdf
https://arxiv.org/abs/2211.09110

Most LLMs now deduplicate their data

“... every publicly known larger language model

either uses some form of deduplication (Rae
et al,, 2022; Askell et al., 2021; Zeng et al., 2021; Sun et al., 2021; Smith et
al., 2022; Hoffmann et al., 2022; Chowdhery et al., 2022) or does not
discuss the training data in sufficient detail

n


https://arxiv.org/abs/2204.06745
https://arxiv.org/abs/2204.06745

Most LLMs now deduplicate their data

Galactica: A Large Language Model for Sci

Ross Taylor Marcin Kardas Guillem Cucu
@ C Thomas Scialom Anthony Hartshorn Elvis Sa
Andrew Poulton Viktor Kerkez Robert Stc

Imp
fror Meta Al

Sebastian Borgeaud', Arthur Mensch', Jordan Hoffmann', Trevor Cai, Eliza Rutherford, Katie Millican,
George van den Driessche, Jean-Baptiste Lespiau, Bogdan Damoc, Aidan Clark, Diego de Las Casas,
Aurelia Guy, Jacob Menick, Roman Ring, Tom Hennigan, Saffron Huang, Loren Maggiore, Chris Jones,
Albin Cassirer, Andy Brock, Michela Paganini, Geoffrey Irving, Oriol Vinyals, Simon Osindero,

Karen Simonyan, Jack W. Rae¥, Erich Elsen* and Laurent Sifre’*

All authors from DeepMind, TEqual contributions, *Equal senior authorship

InCoder: A Generative Model
for Code Infilling and Synthesis

Daniel Fried
Sida Wangv

*Q710

Armen Aghajanyan*”

Eric Wallace*  Freda Shi®
Wen-tau Yih"
Facebook AI Research” University of WashingtonT

ucC Berkeley‘
dfried@andrew.cmu.edu, {armenag,mikelewis}@fb.com

Luke Zettlemoyerm

’I'I'I-ChicagoA

Jessy Lin*
Ruigqi Zhong’
Mike Lewis”

Carnegie Mellon®

U, AlUILL ICHSULL, UCAImDAPUSLE LESPIAaU, 11al1a 1ULPUURELL,

Nikolai Grigorev, Doug Fritz, Thibault Sottiaux, Mantas Pajarskas, Toby Pohlen, Zhitao Gong, Daniel Toyama,

Cyprien de Masson d’Autume, Yujia Li, Tayfun Terzi, Vladimir Mikulik, Igor Babuschkin, Aidan Clark, Diego de Las Casas,
Aurelia Guy, Chris Jones, James Bradbury, Matthew Johnson, Blake Hechtman, Laura Weidinger, Iason Gabriel,

William Isaac, Ed Lockhart, Simon Osindero, Laura Rimell, Chris Dyer, Oriol Vinyals, Kareem Ayoub, Jeff Stanway,

Lorrayne Bennett, Demis

lu and

ffrey Irving

is, Koray K
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Deduplication removes as much as 2 the dataset

WeLLM: A Well-Read Pre-
for Ch

The BigScience ROOTS Corpus: A 1.6TB Composite

br Akiki, Albert

“ Th e Stq C k y) @BigCodeProject {:;Ilghao Mou,

@ https://www.bigcode-project.org/

6 TB Of perm|SS|Ve COde dOTO B confaci@bigcode-project.org



T5 serves as the base for a lot of research

Exploring the limits of transfer learning with a unified text-to-text transformer. 5632 2020

C Raffel, N Shazeer, A Roberts, K Lee, S Narang, M Matena, Y Zhou, W Li, ... Paperpile
J. Mach. Learn. Res. 21 (140), 1-67



Future Impacts

New methods for identifying and controlling memorization
Organizational policies to promote good data curation practices

Future privacy and copyright legislation



Thank you!

1. Measuring Memorization

Quantifying Memorization Across Neural Language Models [arxiv, spotlight ICLR]
Nicholas Carlini*, Daphne Ippolito*, Matthew Jagielski*, Katherine Lee*, Florian Trameér*, Chiyuan Zhang*.
Feb 2022 (*authors alphabetical)

Counterfactual Memorization in Neural Language Models [arxiv]
Chiyuan Zhang, Daphne Ippolito, Katherine Lee, Matthew Jagielski, Florian Trameér, Nicholas Carlini.
December 2021.

Extracting Training Data from Large Language Models, [arxiv] [Oral, USENIX][blog]
Nicholas Carlini, Florian Tramer, Eric Wallace, Matthew Jagielski, Ariel Herbert-Voss, Katherine Lee, Adam
Roberts, Tom Brown, Dawn Song, Ulfar Erlingsson, Alina Oprea, Colin Raffel. Dec, 2020

2. Preventing memorization

Measuring Forgetting of Memorized Training Examples [arxiv, ICLR]
Matthew Jagielski, Om Thakkar, Florian Trameér, Daphne Ippolito, Katherine Lee, Nicholas Carlini, Eric
Wallace, Shuang Song, Abhradeep Thakurta, Nicolas Papernot, Chiyuan Zhang. Jun 2022

Preventing Verbatim Memorization in Language Models Gives a False Sense of Privacy [a1xiv, submitted]
Daphne Ippolito, Florian Trameér*, Milad Nasr*, Chiyuan Zhang*, Matthew Jagielski*, Katherine Lee*,
Christopher A Choquette-Choo*, Nicholas Carlini. Nov 2022 (*authors random)

What Does it Mean for a Language Model to Preserve Privacy? [arxiv][FAccT
Hannah Brown, Katherine Lee, Fatemehsadat Mireshghalla, Reza Shokri, Florian Tramer. Feb 2022

3. It's about the data

Deduplicating Training Data Makes Language Models Better, ACL 2022, [arxiv] [ACL]
Katherine Lee*, Daphne Ippolito*, Andrew Nystrom, Chiyuan Zhang, Douglas Eck, Chris Callison-Burch,
Nicholas Carlini. July 2021

4. Is training on copyrighted data fair use?

Beyond Generation: Privacy and Copyright Consequences of Retrieval and Attribution Models [future work]
Katherine Lee, A. Feder Cooper, David Mimno, James Grimmelmann

5. Impacts!

Katherine Lee David Mimno James Chris De Sa
Grimmelmann

Emily Tseng Lyra D'Souza Rohan Daphne Ippolito Nicholas Carlini
Singh

Chiyuan Zhang Matthew Florian Mark Diaz Milad Nasr
Jagielski Tramér

I -
Chris Choquette Andrew Nystrom Hannah Brown Fatemehsadat Reza Shokri
Mireshghallah



https://nicholas.carlini.com/
https://www.seas.upenn.edu/~daphnei/me/
https://pluskid.org/
https://floriantramer.com/
https://floriantramer.com/
https://jagielski.github.io/
https://jagielski.github.io/
https://github.com/awnystrom
https://mimno.infosci.cornell.edu/
https://cseweb.ucsd.edu/~fmireshg/
https://cseweb.ucsd.edu/~fmireshg/
https://www.comp.nus.edu.sg/~reza/
https://www.linkedin.com/in/hannah-aught?original_referer=https%3A%2F%2Fwww.google.com%2F
https://katelee168.github.io/
https://www.christopherchoquette.com/
https://people.cs.umass.edu/~milad/
https://rosamondthalken.com/
https://emtseng.me/
https://markjdiaz.com/
https://james.grimmelmann.net/
https://james.grimmelmann.net/
https://www.cs.cornell.edu/~cdesa/
https://arxiv.org/abs/2202.07646
https://arxiv.org/abs/2112.12938
https://arxiv.org/abs/2012.07805
https://www.usenix.org/conference/usenixsecurity21/presentation/carlini-extracting
https://bair.berkeley.edu/blog/2020/12/20/lmmem/
https://arxiv.org/abs/2207.00099
https://arxiv.org/abs/2210.17546
https://arxiv.org/abs/2202.05520
https://dl.acm.org/doi/fullHtml/10.1145/3531146.3534642
https://arxiv.org/abs/2107.06499
https://aclanthology.org/2022.acl-long.577/

Thank youl!

To so many people...

all my collaborators,
advisors, friends, etc.

It's been a joy to work with
so many different people.

I'm honored to be trusted to
mentor so many folks, and
I'm really looking forward to
continuing to work on these
projects.



Katherine Lee James Chris De Sa Rosamond Thalken Emily Tseng

Grimmelmann

Daphne Ippolito Nicholas Carlini Chiyuan Zhang Matthew
Jagielski

i’

e s / //
Florian Tramer Mark Diaz Milad Nasr Chris Choquette Andrew Nystrom Hannah Brown Fatemehsadat Reza Shokri
_ Mireshghallah
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Extra slides



Thorough deduplication is hard.

Existing datasets are insufficiently deduplicated.

Dataset Dedup Method Example Near-Duplicate Example
Affordable and convenient holiday flights take off from Affordable and convenient holiday flights take off from
your departure country, "Canada". From May 2019 to your departure country, "USA". From April 2019 to
ca removed duplicate  October 2019, Condor flights to your dream October 2019, Condor flights to your dream destination
paragraphs destination will be roughly 6 a week! Book your will be roughly 7 a week! Book your Maui Kahului
Halifax (YHZ) - Basel (BSL) flight now, and look (OGG) - Dubrovnik (DBV) flight now, and look forward
forward to your "Switzerland" destination! to your "Croatia" destination!

RealNews

LM1B

Wiki40B

Removed examples
with first 100
characters identical

Removed exact
duplicate examples

Removed redirect
pages

A visitor looks at a Triumph motorcycle on display at the
Indonesian International Motor Show in Jakarta
September 19, 2014. REUTERS/Darren
Whiteside\nKUALA LUMPUR (Reuters) - Roads in
Southeast Asia have been getting a little [...] big-bike

KUALA LUMPUR (Reuters) - Roads in Southeast Asia
have been getting a little louder lately as motorcycle
makers, an aspiring middle class and easy bank credit
come together to breed a new genus of motorcyclists
-- the big-bike rider. [...]

rider.
| left for California in 1979 and tracked Cleveland 's | left for California in 1979 , and tracked Cleveland 's
changes on trips back to visit my sisters . changes on trips back to visit my sisters .
\n_START_ARTICLE_\nHum Award for Most \n_START_ARTICLE_\nHum Award for Best Actor in a

Impactful Character \n_START_SECTION_\nWinners Negative Role \n_START_SECTION_\nWinners and
and nominees\n_START_PARAGRAPH_\nIn the list nominees\n_START_PARAGRAPH_\nIn the list below,
below, winners are listed first in the colored row, winners are listed first in the colored row, followed by
followed by the other nominees. [...] the other nominees. [...]

Lee, et al. Deduplicating Training Data Makes Language Models Better, ACL 2022


https://arxiv.org/abs/2107.06499

C4 Near-Duplicate Clusters

[5001, ) N 280 mm C4
[501, 5000) GGG ;782
[51, 500) NN 2 3,094
[21, 50) N 28,446
[11, 20) N 42,723
[6, 10) NN 85,567
5 I > 4984
4 N 109,853
3 I 02575
2
1

Group sizes

. 86 1,744
EE——= 348,320,475

010° 10! 10 10% 10% 10° 10° 107 108 10°
Number of groups

Lee, et al. Deduplicating Training Data Makes Language Models Better, ACL 2022
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Experimental Design

Train Measure
Three 1.5B decoder-only LMs on: Prompted memorization
Original C4 Unprompted memorization
C4 deduplicated with NearDup Perplexity on evaluation datasets.

C4 deduplicated with ExactSubstr

Lee, et al. Deduplicating Training Data Makes Language Models Better, ACL 2022
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Prompted Memorization

Train set prompts
with duplicates

Train set prompts

unique
Validation set Prompts
with duplicates — Training data
Valid set prompts | g fics o
unique [ mmm ExactSubstr

0.0 0.1 0.2 0.3 0.4
Fraction of LM continuations
matching true continuation

Lee, et al. Deduplicating Training Data Makes Language Models Better, ACL 2022
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Prompted Memorization

Train set prompts I
with duplicates

Go——— —
) eduplicating reduces memorization
Train set prompts |
unique §
Validation set Prompts I
with dupllcates B < »Training data
Valid set prompts | g fics o
unique [ mmm  ExactSubstr

0.0 0.1 0.2 0.3 0.4
Fraction of LM continuations
matching true continuation

Lee, et al. Deduplicating Training Data Makes Language Models Better, ACL 2022
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Prompted Memorization

Train set prompts I
with duplicates

Train set prompts
unique

|
Validation set Prompts I
with duplicates

bnique examples are less likely to be memorized

S Training data
- mmm Original
Valid set prompts | S
unique [ mmm ExactSubstr

0.0 0.1 0.2 0.3 0.4
Fraction of LM continuations
matching true continuation

Lee, et al. Deduplicating Training Data Makes Language Models Better, ACL 2022
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Deduplicated models are better.

C4 Original I .
The original validation set for C4 Training data

C4 Deduplicates mmm Original
Subset of validation set that has a near-duplicate in train r— NearDup

i ||
o C4 Unique B ExactSubstr
Subset of validation set that has no near-duplicates o ——

0 5 10 15 20 25 30 35
Perplexity

Lee, et al. Deduplicating Training Data Makes Language Models Better, ACL 2022
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Deduplicated models are better.

C4 Original I .
The original validation set for C4 Training data

C4 Deduplicates mmm Original
Subset of validation set that has a near-duplicate in train r— NearDup

i ||
o C4 Unique B ExactSubstr
Subset of validation set that has no near-duplicates T

Wiki4op I
Wikipedia validation set y—

0 5 10 15 20 25 30 35
Perplexity

Lee, et al. Deduplicating Training Data Makes Language Models Better, ACL 2022
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Train-test leakage harms evaluation.

|
Transformer-XL B

I

[ |

8 Grover-Base IS

= [ Validation Set
I mmm Original

Grover-XL N mmm Just Unique

I B just Duplicates
0 5 10 15 20

Perplexity

Lee, et al. Deduplicating Training Data Makes Language Models Better, ACL 2022
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Counterfactual Memorization
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Zhang, et al., Counterfactual Memorization in Neural Language Models, arxiv, 2022
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Counterfactual Memorization
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Zhang, et al., Counterfactual Memorization in Neural Language Models, arxiv, 2022
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Counterfactual Memorization

100 e

80

20 g- - RealNews

Number of duplicates
| |
| |
mean accuracy (IN models)

0.0 0.2 0.4 0.6 0.8 1.0
mean accuracy (OUT models)

0.0 0.1 0.2 0.3 0.4
Memorization

Zhang, et al., Counterfactual Memorization in Neural Language Models, arxiv, 2022
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We use language to...



We use language to...

communicate, and
express ourselves



Privacy is not binary...

..1t's contextual



We memorize
information

then judge the
context



We memorize aur
information Language models don't

have this understanding!
i Information for context
then ]l']'dge the usually is beyond data
given
context



Contextual Integrity

1) Data subject

2) Sender

3) Recipient Bob

4) Information Type Texts about Alice's divorce

5) Transmission pI'iIlCiple The recipient won't share the information

with anyone Alice isn't close with

(Nissenbaum, 2009)



Did you hear Alice Did you hear Alice is
is getting divorced? in a custody battle?




Wait Alice is
getting divorced?

Did you hear Alice
is getting divorced?

I'm getting a divorce

Oh no! What are you
gonna do about
custody of the kids?




Language 1s contextual

Shared information # public information
Information may be private to only some people

Or only in some contexts

Identifying all of this is hard!



Privacy is not binary

Privacy violations range in severity

When is sharing okay?

Who can we share with?
What is the private information? / ’ \
All heavily context dependent and can change'



What about differential privacy?

For some value ¢ and algorithm A, the probability of a single record being in
the training dataset of A is indistinguishable (relative to €) from the
probability that it is not (Dwork, 2006).

What Does it Mean for a Lanquage Model to Preserve Privacy? [2022, FAccT]



https://arxiv.org/abs/2202.05520

Who can private information be shared with?

I'm here, and
I'm listening.

You've got this. Text to 741741.

Suicide hotline shares data with for-profit spinoff, raising
ethical questions

(Levine, 2022)



Shared information can still be private

The Panama Papers: Exposing the Rogue Offshore
Finance Industry

(ICl1J,2016)



How can
Language Models
Preserve Privacy?


https://arxiv.org/abs/2202.05520

Can users consent?

One person's data includes multiple people's inft
Privacy guarantees that do exist can't be easily ¢

Informed consent is generally impossible

What Does it Mean for a Language Model to Preserve Privacy? [2022, FAccT]



https://arxiv.org/abs/2202.05520

References

e Hannah Brown, Katherine Lee, Fatemehsadat Mireshghallah, Reza Shokri, and Florian Tramer, What Does it Mean
for a Language Model to Preserve Privacy? arXiv preprint arXiv:2202.05520, 2022.

e Nicholas Carlini, Florian Tramer, Eric Wallace, Matthew Jagielski, Ariel Herbert-Voss, Katherine Lee, Adam
Roberts, Tom Brown, Dawn Song, Ulfar Erlingsson, et al. Extracting training data from large language models.
arXiv preprint arXiv:2012.07805, 2020.

e Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. Bert: Pre-training of deep bidirectional
transformers for language understanding. arXiv preprint arXiv:1810.04805, 2018.

e Cynthia Dwork, Frank McSherry, Kobbi Nissim, and Adam Smith. Calibrating noise to sensitivity in private data
analysis. In Theory of cryptography conference, pages 265—284. Springer, 2006.

e International Consortium of Investigative Journalists. About the Panama Papers investigations.
https:/www.icij.org/investigations/panama-papers/pages/panama-papers-about-the-investigation/, 2016.

e Alexandra S. Levine. Suicide hotline shares data with for-profit spinoff, raising ethical questions, Jan 2022.

e Helen Nissenbaum. Privacy in context. Stanford University Press, 2009.


https://www.icij.org/investigations/panama-papers/pages/panama-papers-about-the-investigation/

Questions & Thank you!

Can informed consent be given?

What questions does this raise for researchers designing the technology?
What sort of data should we be using?

How should we be protecting data?
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